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Abstract

Aqueous phase pulsed streamer corona reactors are currently under development for a number of applications including water and
wastewater treatment. Previous research has demonstrated that a high voltage pulsed electrical discharge directly into water leads to the
formation of reactive species such as hydrogen peroxide and hydroxyl radicals. Since significant quantities of hydrogen peroxide are
produced, the role of Fenton’s reactions in the pulsed corona reactor is analyzed both experimentally and with computer simulations in the
present work. Experimental data shows the existence of optimal iron concentrations for the degradation of phenol, and that the formation
of hydrogen peroxide by the pulsed corona discharge is dependent upon both the applied electric field and the solution conductivity. A
mathematical model based upon mass balances for 31 radical and molecular species in the batch reactor (including 71 chemical reactions)
has been developed and sensitivity analysis performed to identify key reactions. This model is used to show the effects of initial reaction
conditions (including iron and phenol concentrations) on the degradation of phenol and the formation of reaction intermediate products
and by-products. The model results are in qualitative and semi-quantitative agreement with the experimental observations on the effects of
initial iron and phenol concentrations on phenol degradation and by-product formation. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

The discharge of high voltage electrical pulses directly
into water has been of interest for many years due to its
importance in electrical transmission processes [1–3] and
for its applications in biology [4–7]. More recently, a pulsed
electrical discharge in water has been shown to be effective at
degrading a number of small organic compounds including
phenols [8–10] and organic dyes [11], and at deactivating
viruses, bacteria, and yeast [4,5,11–15].

A high voltage pulsed electrical discharge in water leads
to both physical and chemical processes that can directly or
indirectly degrade organic compounds (for a more extensive
review see [16]). Physical processes include the formation
of ultraviolet light [17,18] and shock waves [10,19,20], and
the magnitude of the contributions of these factors depends
strongly upon the energy of the discharge. Capacitor dis-
charge in the kJ per pulse range leads to very intense shock
waves [17,18] and large quantities of UV light [17,19,20],
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while capacitor discharge in the J per pulse range may lead to
more efficient direct production of reactive chemical species.

Chemical processes that occur in electrical discharges in
water include the direct formation of reactive radicals such as
hydroxyl, hydrogen, superoxide, perhydroxyl, and oxide an-
ions, and molecular species such as hydrogen peroxide and
ozone (with gas bubbling at the high voltage electrode). Al-
though many studies have dealt with the physical processes
that occur in liquid phase pulsed discharges (e.g. [1,2,21]),
a complete understanding of the propagation and formation
of streamer discharge in water is not available. In addition,
the analysis of the chemical processes that occur in liquid
phase pulsed electrical discharge is also incomplete.

Clements et al. [22] demonstrated by emissions spec-
troscopy that pulsed electrical discharges in water leads to
the formation of hydrogen radicals, causes the degradation of
dye, and forms ozone upon the bubbling of oxygen through
the high voltage electrode. Sharma et al. [8] demonstrated
that phenol could be degraded in liquid phase pulsed corona
reactors, and that the degradation was strongly dependent
upon the presence of iron salts. It was inferred that the in-
creased removal of phenol in the presence of iron (ferrous
sulfate) was due to the well known Fenton’s reaction [23,24],
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Table 1
Chemical reactions used in the model

Reaction no. Reaction

1 H2O
k1→H• + •OH

2 H2O
k2→ 1

2H2O2 + 1
2H2

3 H2O
k3→H+ + eaq

− + •OH

4 Fe3+ + H2O2
k4→Fe2+ + HO2

• + H+

5 Fe2+ + H2O2
k5→Fe3+ + OH− + •OH

6 •OH + Fe2+ k6→Fe3+ + OH−

7 Fe3+ + HO2
• k7→Fe2+ + O2 + H+

8 Fe2+ + HO2
• k8→Fe3+ + H2O2

9 Fe3+ + O2
•− k9→Fe2+ + O2

10 Fe2+ + O2
•−k10→Fe3+ + H2O2

11 eaq
− + Fe3+k11→Fe2+

12 H• + Fe3+k12→Fe3+ + H+

13 •OH + H2O2
k13→HO2

• + H2O

14 HO2
•k14→O2

•− + H+

15 O2
•− + H+k15→HO2

•

16 HO2
• + HO2

•k16→H2O2 + O2

17 HO2
• + O2

•−k17→H2O2 + O2

18 •OH + H2
k18→H• + H2O

19 •OH + O2
•−k19→O2 + OH−

20 •OH + HO2
•k20→H2O + O2

21 2•OH
k21→H2O2

22 •OH + OH−k22→H2O + O•−

23 •OH + H2O2
k23→O2

•− + H2O

24 •OH + O•−k24→HO2
−

25 •OH + HO2
−k25→HO2

• + OH−

26 eaq
− + H•k26→H2 + OH−

27 2eaq
−k27→2OH− + H2

28 eaq
− + H2O2

k28→•OH + OH−

29 eaq
− + O2

k29→O2
•−

30 eaq
− + O2

•−k30→O2
2−

31 eaq
− + H+k31→H•

32 eaq
−k32→H• + OH−

33 eaq
− + HO2

−k33→2OH− + •OH

34 eaq
− + •OH

k34→OH−

35 eaq
− + O•−k35→2OH−

36 H• + O2
k36→HO2

•

37 H• + O2
−k37→HO2

−

38 2H•k38→H2

39 H• + •OH
k39→H2O

40 H• + HO2
•k40→H2O2

41 H• + H2O2
k41→H2O + •OH

42 H• + OH−k42→eaq
− + H2O

43 H• + H2O
k43→H2 + •OH

44 O•− + H2O
k44→•OH + OH−

45 O•− + HO2
−k45→O2

•− + OH−

46 O•− + H2
k46→H• + OH−

47 O•− + H2O2
k47→O2

•− + H2O
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Table 1 (Continued)

Reaction no. Reaction

48 O•− + O2
•−k48→2OH− + O2

49 2HO2
•k49→H2O2 + O2

50 H+ + OH−k50→H2O

51 H+ + HO2
−k51→H2O2

52 H2O2
k52→H+ + HO2

−

53

54

55

56

57

58

59

60
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Table 1 (Continued)

Reaction no. Reaction

61

62

63

64

65

66

67

68

69



D.R. Grymonpŕe et al. / Chemical Engineering Journal 82 (2001) 189–207 193

Table 1 (Continued)

Reaction no. Reaction

70

71

whereby hydrogen peroxide reacts with ferric or ferrous iron
to produce hydroxyl radicals (see reaction (5) in Table 1).
Furthermore, Sharma [25] showed that there was a specific
level of iron that led to optimal phenol degradation.

Joshi et al. [26] measured the rates of formation of hy-
drogen peroxide (by direct chemical means) and hydroxyl
radicals (by indirect chemical means) in liquid phase pulsed
corona reactors. It was found that both rates were zero order,
and that the reaction rate constants depended upon the mag-
nitude of the applied electric field following the theory of
Kuskova [27]. Joshi et al. [26] also developed a preliminary
model of the reactions occurring in the pulsed corona reac-
tor by combining experimental measurements of the rates
of formation of hydrogen peroxide and hydroxyl radicals
with known reactions from the radiation chemistry literature
[28].

Sato and coworkers [11,29,30] and Sunka et al. [9] mea-
sured the formation of hydroxyl and other radicals and
hydrogen peroxide by emissions spectroscopy, and they
found similar results to those of Sharma et al. [8] for the
degradation of phenol and the formation of reaction prod-
ucts. The general conclusion from these studies is that
compounds such as phenol are primarily (but not solely)
degraded through direct hydroxyl radical attack in a manner
similar to other advanced oxidation technologies, and that
hydroxyl radicals are generated by both direct formation
and Fenton’s reactions from hydrogen peroxide.

The critical reaction in the Fenton’s chemistry is the catal-
ysis of the formation of hydroxyl radicals from hydrogen
peroxide and iron (see reaction (5) in Table 1). Fenton’s re-
actions have been extensively studied for application to the
degradation of a wide range of organic compounds includ-
ing herbicides and pesticides [31–36], dyes [37], chlorinated
phenols [38], and formaldehyde [39]. Fenton’s reactions
have been utilized in combination with UV/TiO2 photocat-

alysts [40] and ultrasound [41]. The basic Fenton’s reaction
chemistry, including the general reaction mechanisms and
kinetics of the major reactions for the degradation of phenol
and other organic compounds, has been well studied.

Since it is clear that significant reactions of hydrogen
peroxide and iron utilizing Fenton’s reactions occur in the
pulsed corona discharge reactor, it is important to develop
quantitative models to describe the magnitude of the con-
tribution of hydrogen peroxide to the degradation process.
This is significant from a practical standpoint for the design,
analysis, and control of the reactor [42]. It is also impor-
tant to understand from the fundamental viewpoint the basic
bulk phase chemical reactions in order to assess the rela-
tive contributions of other mechanisms, such as UV light
[10] and shock wave-induced reactions, as well as poten-
tial surface-catalytic reactions [43], on the degradation pro-
cesses.

The present study considers in detail the reactions occur-
ring in the liquid phase pulsed corona reactor in the presence
of iron salts. Specifically, a mathematical model describing
the reactions occurring in the liquid phase pulsed corona
reactor is developed by incorporating information from the
literature on Fenton’s reactions within the general frame-
work of liquid phase corona reactor models. The pulsed
corona reactor model utilizes basic reactions from the radi-
ation chemistry literature as well as the same approach pre-
viously developed for liquid phase corona discharge [26].
Experimental measurements to determine the effects of salt
concentration on the rates of formation of hydrogen perox-
ide are performed, and the results are incorporated within
the model. Model predictions and model-data comparison
are also presented, and the implications for reactor operation
and design are discussed. A parametric sensitivity analysis
is presented, detailing the important chemical reactions in
the system.
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Fig. 1. Pulsed power supply circuit diagram.

2. Materials and methods

The power supply used in the present study is identical
to that used in previous work [8,26,43] and is shown in
Fig. 1. The high voltage alternating input current first goes
through a series of high voltage current limiting resistors. A
series of diodes is used to half-wave rectify the alternating
current. The current is then stored in a bank of capacitors
that are connected to a rotating spark gap. When a rotating
rod (1800 rpm) in the spark gap aligns with two opposing
copper electrodes (one attached to the capacitors and one
attached to the reactor), the charge stored in the capacitors
is discharged across the gap resulting in a pulsed discharge
delivered into the liquid phase reactor. The rotating rod in
the spark gap aligns with the two copper electrodes twice for
each full rotation, thus leading to an alignment frequency of
60 Hz.

The pulsed corona reactor used in the present study is also
similar to that used in previous research [43] and is shown
in Fig. 2. The reactor consists of a 1 l glass chamber with a
water jacket for temperature control. Cooling water flowed
through the jacket at a temperature of 20.0◦C which provide
sufficient cooling to maintain the reactor at this temperature
as measured before and after each experiment. A glass tube
on the side of the reactor was used to insert the high voltage
lead into the reactor. A glass cap with a mechanically sharp-
ened 1 mm diameter platinum wire was attached to the end
of the glass tube. This point electrode was electrically con-
nected to the output from the spark gap. The stainless steel
ground plane electrode is located 5 cm above the point elec-
trode. This ground electrode is attached to ground. Corona
generated at the tip of the point electrode extends upward to-
ward the stainless steel ground plate, forming a non-uniform
point-to-plane electrode geometry. The discharge region is
roughly hemispherical in shape between the two electrodes.
A magnetic stirring bar at the bottom of the reactor was used

to keep the solution well mixed. Three open ports on the lid
of the reactor were used for taking liquid samples during the
experiments.

Measurements of the applied voltage and current wave-
forms were made for all experimental trials. Peak voltage,
rise time, and pulse width were measured by placing a Tek-
tronix P6015A high voltage probe coupled to a Tektronix
TDS 460 fast digital storage oscilloscope in parallel with
the ground of the input of the pulsed power to the reactor.
Reactor current was measured with a P6021 Tektronix cur-
rent probe, and the reactor electric power was calculated by
integration of the product of voltage and current using the
Wavestar program from Tektronix. Typical voltage and cur-
rent waveforms are shown in Fig. 3. As indicated, the ex-
pected voltage pulse has a very fast rise time (in the order
of 20 ns), and then an exponential decay. The voltage pulse
width is dependent on the conductivity of the solution in the
reactor, and is in the range of 1ms to 1 ms.

The chemicals used throughout the study included potas-
sium chloride, ferrous sulfate, phenol, resorcinol, hydro-
quinone, catechol, acetic acid, and acetonitrile (all obtained
from Fisher Scientific). All chemicals were used as received
from the manufacturer. Deionized water was available with a
conductivity of less than 1mS/cm. Three or more trials were
performed for most sets of experimental conditions, and
averages of these data are reported (all data reported had er-
rors of less than 5%). Initial and final measurements of con-
ductivity (Cole-Parmer Model 1484-10 conductivity meter),
pH (Fisher Accumet 950 pH meter), and temperature (stan-
dard mercury thermometer) were obtained. A Perkin-Elmer
HPLC was used to analyze the organic species in the solu-
tions. Samples were analyzed using a Supelco Supercosil
C18 column (25.0 cm× 4.6 mm) with a mobile phase of
0.5% acetic acid, 5.0% acetonitrile, and 94.5% deionized
water. The flow rate of the mobile phase was 1.0 ml/min. A
Perkin-Elmer Spectrophotometer LC80 was coupled to the
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Fig. 2. Schematic of jacketed liquid phase pulsed corona reactor.

HPLC at a wavelength of 280 nm. The recorded peaks were
identified and quantified from a set of calibration standards
of phenol and the primary oxidation by-products including
catechol, hydroquinone and resorcinol.

The rates of hydrogen peroxide formation as a function of
solution conductivity were determined at two applied volt-
ages (46 and 57 kV peak voltage) for solutions without phe-
nol or iron salts. Experimental trials were performed with
initial solution conductivities ranging from 7 to 600mS/cm

Fig. 3. Current and voltage waveforms for 150mS/cm KCl solution.

using potassium chloride. Samples were analyzed for hy-
drogen peroxide using the method developed by Ghormoley
[44,45].

Experimental trials were performed to determine the
effects of Fe2+ concentration on the phenol removal rate.
These experiments were performed with 10 ppm initial
phenol concentration in deionized water, and various Fe2+
concentrations ranging from 24 to 1968mM FeSO4 solu-
tions. These experiments were conducted using a corona
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discharge with a peak voltage of 46 kV. Phenol degrada-
tion and by-product formation in solutions with an initial
100 ppm phenol concentration at an applied peak voltage
of 57 kV were also performed with a single initial solution
conductivity of 150mS/cm arising from a FeSO4 concen-
tration of 485mM.

3. Model formulation

Initial models of the bulk phase corona-induced chem-
ical reactions were reported by Joshi et al. [26]. In that
study, it was assumed that the pulsed corona discharge leads
to the formation of hydrogen peroxide, hydroxyl radicals,
and aqueous electrons through reactions (1)–(3) as shown
in Table 1. These rate constants depended on the operating
variables of the reactor, such as peak voltage, electrode gap
spacing, and conductivity. The other major species produced
by the corona reactor were assumed to be the same as those
formed in radiation processes such as electron beam irradi-
ation and pulsed radiolysis, as indicated by the propagation
and termination reactions (reactions (4)–(52)) given in Ta-
ble 1. The reactions involving the various organic species
are given by reactions (53)–(71). The oxidation reactions for
the organic compounds, in this case phenol and its primary
oxidation products, were assumed to follow the kinetics of
liquid phase hydroxyl radical attack as given by reactions
(53)–(54) and (69)–(71) in Table 1.

The present study utilizes the basic reactions reported by
Joshi et al. [26] and the reaction scheme reported by Chen
and Pignatello [46], supplemented with the addition of the
various radiation chemistry and iron reactions that lead to
hydrogen peroxide decomposition. The kinetic rate constants
for most of these reactions were obtained from the radiation
and oxidation chemistry literature, and were chosen to cor-
respond to similar temperature and pH conditions as in the
present study. The values of the reaction rate constants are
given in Table 2, and their sources are the following:

k4 [47]
k5 andk6 [23]
k7, k8, k9 andk10 [48]
k11 [49]
k12 [50]
k13, k21, k23, k27, k29, k31,
k36, k38, k42, k45,

k47, k53 andk54

[23]

k14, k15, k16, k17, k49, k69 [51]
k18 [52]
k19 andk20 [53]
k22 [54]
k24 [55]
k25 [56]
k26 andk32 [57]
k28 [58]

k30 [59]
k33 [60]
k34 andk35 [61]
k37 andk40 [62]
k39 [63]
k41 [64]
k46 andk48 [65]
k55, k56 andk59 [66]
k57, k58, k62, k63, k65 andk67r [46]
k60 andk61 [67]
k64 andk68 [68]
k66f andk66r [69]
k67f [70]

The initiation reactions, reactions (1)–(3) given in Table 1,
are assumed to be the only reactions directly associated with
the pulsed streamer corona. The rate constants for reactions
(1) and (3) in the present study are assumed to be the same
as those determined by Joshi et al. [26]. The rate constant
for reaction (2) was fit to data from experiments reported
in the present paper on hydrogen peroxide formation (in the
absence of iron salts and phenol) in the pulsed corona re-
actor. The present studies indicate a somewhat larger rate
of formation of hydrogen peroxide in the pulsed corona re-
actor than was found by Joshi et al. [26]. This difference
may be partially attributed to some modifications in the re-
actor, including, in the present work, the use of platinum
rather than stainless steel high voltage electrodes. The prop-
agation and termination reactions (reactions (4)–(53)), as
well as the organic reactions (53)–(71), are assumed to be

Table 2
Reaction rate constants (M−1 s−1) for reactor model

k1 = 9.25 × 10−10 k26 = 3.4 × 1010 k51 = 2.6 × 1010

k2 = 2.0 × 10−6 k27 = 5.5 × 109 k52 = 3.7 × 10−2

k3 = 2.35 × 10−9 k28 = 1.3 × 1010 k53 = 7.0 × 109

k4 = 0.01 k29 = 1.9 × 1010 k54 = 0.3 × 109

k5 = 76 k30 = 1.3 × 1010 k55 = 1.0 × 108

k6 = 4.3 × 108 k31 = 2.3 × 1010 k56 = 1.0 × 109

k7 = 1.0 × 104 k32 = 1 × 10−3 k57 = 1.5 × 109

k8 = 1.2 × 106 k33 = 3.5 × 109 k58 = 1.5 × 109

k9 = 1.5 × 108 k34 = 3.0 × 1010 k59 = 3.7 × 109

k10 = 1.0 × 107 k35 = 2.2 × 1010 k60 = 5.0 × 108

k11 = 6.0 × 1010 k36 = 1.2 × 1010 k61 = 5.0 × 108

k12 = 2.0 × 106 k37 = 2.0 × 1010 k62 = 5.0 × 108

k13 = 2.7 × 107 k38 = 5.0 × 109 k63 = 5.0 × 108

k14 = 8.0 × 10−5 k39 = 7.0 × 109 k64 = 1.0 × 109

k15 = 5.0 × 1010 k40 = 2.0 × 1010 k65 = 1.0 × 105

k16 = 8.5 × 105 k41 = 5.0 × 107 k66f = 4.4 × 102

k17 = 9.7 × 107 k42 = 2.2 × 107 k66r = 1.1 × 103

k18 = 3.9 × 107 k43 = 1.0 × 1010 k67f = 4.4 × 104

k19 = 1 × 1010 k44 = 9.4 × 10−7 k67r = 1.2 × 10−3

k20 = 1 × 1010 k45 = 4.0 × 108 k68 = 1.0 × 109

k21 = 5.5 × 109 k46 = 8.0 × 107 k69 = 1.1 × 1010

k22 = 1.3 × 1010 k47 = 4.0 × 108 k70 = 5.0 × 109

k23 = 2.7 × 107 k48 = 6.0 × 108 k71 = 1.2 × 109

k24 = 2.0 × 1010 k49 = 8.3 × 105

k25 = 7.5 × 109 k50 = 1.4 × 1011



D.R. Grymonpŕe et al. / Chemical Engineering Journal 82 (2001) 189–207 197

independent of the pulsed corona discharge. The rate con-
stants in reactions (4)–(52) are taken from the radiation
chemistry literature.

Since the pulsed corona reactor is known to produce sig-
nificant quantities of hydrogen peroxide, it is useful to add
iron salts to enhance hydroxyl radical formation and thus
organic contaminant degradation. The important steps in the
reaction mechanism are the iron reactions (reactions (4)–(12)
and (65)–(67) in Table 1) where the main reaction is reac-
tion (5). This reaction consumes Fe2+ while reacting with
the hydrogen peroxide to form the hydroxyl radical. Several
of the other iron reactions involve the regeneration of the
ferrous ion by various means. The reactions necessary to ac-
complish this regeneration are reactions (66) and (67) shown
in Table 1. These two reactions involve reactions between
Fe3+ and either hydroquinone, catechol, or the semiquinone
radical. Once hydroquinone and catechol are formed, the
Fe2+is regenerated, thereby resulting in continuous cycling
between Fe2+ and Fe3+. Further discussion of these reac-
tions is found in Chen and Pignatello [46].

Phenol is a suitable representative small aromatic com-
pound because its oxidation has been extensively studied in
a number of systems. These include treatment by supercriti-
cal water oxidation [71–73], ultrasonication [74], ozonation
[75,76], UV photolysis [32,35], and pulsed streamer corona
[25]. In most of these studies, the oxidation of phenol was
achieved through reaction with hydroxyl radicals. Hydroxyl
radicals electrophillically attack phenol to form the primary
products catechol, resorcinol, and hydroquinone. Other hy-
droxyl radicals then react with these primary products to
produce muconic and fumaric acids as well as other or-
ganic acids. These organic acids are then oxidized to form
the smaller organic acids such as oxalic and formic acids.
The final end products of the hydroxyl radical oxidation of
phenol are carbon dioxide and water [73,77]. In the present
study only the first few oxidation reactions are considered in
the model. It is useful to note that recent studies have con-
sidered a wide range of by-product formation in the case of
corona discharge produced with the high voltage electrode
placed above the surface of water and the ground electrode
placed within the water [78].

The general mass balance for a well-mixed, constant vol-
ume, and constant temperature batch reactor is given by

dci

dt
= −ri (1)

whereci is the average concentration in the bulk solution
of speciesi, and ri is the bulk phase rate of formation of
that species. A total of 31 simultaneous ordinary differential
equations were solved using a Gear routine by Mathematica
Version 3.0 (from Wolfram Research, Champaign, IL). The
initial iron concentration ranged from 24 to 1936mM, with
the most typical value of 485mM. The initial concentration
of phenol was either 10 or 100 ppm. The other initial condi-
tions included a pH value of 5, a dissolved oxygen concen-
tration of 250mM [46], and other species were not present.

In order to determine the sensitivity of the model output
to input reaction rate constants and the importance of spe-
cific reactions, a parametric sensitivity analysis, as described
by Varma et al. [79], is used. The system of chemical reac-
tions is represented by a vectory with n components, and is
determined by solution of the differential equations

dyi

dt
= fi(y

¯
, φ

¯
, t) (2)

with initial conditions

yi(0) = yi
i (3)

whereyi is the dependent variable,t the time, andφ
¯

is the
vector containingm system input variables. For the kinetic
model used in the present study,yi is the average concen-
tration in the bulk phase of speciesi, andφ

¯
is the vector

of reaction rate constants. The general solution to Eq. (2)
is

yi = yi(t, φ
¯
) (4)

The sensitivity coefficients,s(yi ; φj ), determine how a small
change in one reaction rate constant, or in general any model
parameter, affects the dependent variables and are defined
by

s(yi; φj ) = ∂yi(t, φj )

∂φj

(5)

Normalized sensitivity coefficients are defined as

S(yi; φj ) =
(

φj

yi

)
s(yi; φj ) (6)

For the current kinetic system, the following equations are
solved simultaneously with the system ordinary differential
equations representing the material balances:

ds
¯j

dt
= J

¯̄
(t)s

¯j + ∂f
¯
(t)

∂φj

(7)

with initial conditions

s(yi; φj )|t=0 =
{

0, φj 6= yi
j

1, φj = yi
j

(8)

where

J
¯̄
(t) = ∂f

∂y
=




∂f1

∂y1

∂f1

∂y2
· · · ∂f1

∂yn

∂f2

∂y1

∂f2

∂y2
· · · ∂f2

∂yn

...
...

. . .
...

∂fn

∂y1

∂fn

∂y2
· · · ∂fn

∂yn




(9)
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and

∂f
¯
(t)

∂φj

=




∂f1

∂φj

∂f2

∂φj

...

∂fn

∂φj




(10)

4. Results and discussion

The effect of aqueous solution conductivity on the rate
of hydrogen peroxide formation is shown in Fig. 4 for two
different pulsed corona operating voltages. The results for
the 46 kV (peak voltage) experiments show an increase of
hydrogen peroxide formation as the solution conductivity
decreases from 600 to 7mS/cm. For the case of 150mS/cm
solution conductivity, the energy per pulse was 730 mJ per
pulse, corresponding to a hydrogen peroxide production ef-
ficiency of 1.0 g/kW h. The solution having the lowest con-
ductivity, the 7mS/cm potassium chloride solution, gave the
highest hydrogen peroxide production rate with an energy
of 380 mJ per pulse, leading to a hydrogen peroxide produc-
tion efficiency of 3.64 g/kW h. For the 57 kV (peak voltage)
experiments, electrical breakdown occurred below a con-
ductivity of 150mS/cm and the corona became intermittent
above 350mS/cm. The experiments at 57 kV also showed a
smooth decrease in hydrogen peroxide formation rate with
conductivity in the range of 150–350mS/cm. The total drop
in hydrogen peroxide formation over this conductivity range
was about 40% for the higher voltage case. This reduction in

Fig. 4. Experimental results showing the effect of solution conductivity on hydrogen peroxide formation for two different corona treatment voltages.

hydrogen peroxide production with increasing conductivity
parallels qualitative visual observations that show decreas-
ing streamer length as conductivity is increased, thus im-
plying that as the streamer length decreases the rate of for-
mation of hydrogen peroxide also decreases. At the higher
voltage and 150 mS/cm solution conductivity, the energy per
pulse was 1496mJ per pulse, corresponding to a hydrogen
peroxide production efficiency of 1.56 g/kW h. These exper-
imental results showing the effect of conductivity on hydro-
gen peroxide are consistent with other recent studies [80]
where an exponential decrease in hydrogen peroxide forma-
tion rate with conductivity was found for conductivity from
100 to 500mS/cm. However, it is also interesting to note
that Lukes et al. [80] found in these recent studies that as
the conductivity increases the formation of ultraviolet light
by the plasma increases.

Experimental data showing the effects of iron concentra-
tion on the removal of phenol from a solution with an initial
concentration of 10 ppm are shown in Fig. 5. At a very low
iron concentration of 24mM, very little phenol degradation
occurs; however, as the iron concentration is increased to
485mM the rate of phenol degradation increases dramati-
cally. The experimental data also shows that as iron concen-
tration is increased further, the rate of phenol degradation
decreases. Thus, an optimal value, or range, of iron concen-
tration occurs for phenol degradation.

Fig. 6 shows the model predictions of the effect of initial
iron concentration on the rate of phenol removal for condi-
tions (i.e. voltage, conductivity, pH, and initial iron and phe-
nol concentrations) equivalent to those of the experiments
shown in Fig. 5. The hydrogen peroxide production rates
used in the simulations shown in Fig. 6 were taken from
the experimental data, at equivalent solution conductivity,
reported in Fig. 4. The model predicts an optimal iron con-
centration with respect to phenol removal, as seen in the
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Fig. 5. Experimental results showing the effect of iron concentration on phenol degradation with 46 kV pulsed corona treatment (initial phenol
concentration= 10 ppm).

experiments; however, the model shows an optimal iron
concentration in the range of 121–485mM and the exper-
iments show a value closer to 485mM. The model shows
little difference between the results for 121 and 242mM,
however, the results for 484mM differ from the other two
cases for times above approximately 4 min. While the ex-
perimental data for the iron concentrations of 121, 242, and
485mM are fairly close to each other, the reproducibility of
the measurements was very good and the experimental vari-
ability was less than 5%. The model also shows a slightly
faster decay in phenol than seen in the experiments at the
24mM concentration. However, for the 968 and 1936mM
concentrations the model shows a somewhat slower drop in
phenol concentration than the experimental data. This might
be explained by the occurrence of iron flocculation at the
higher iron concentrations. At 968 and 1936mM iron con-

Fig. 6. Kinetic simulations showing the effect of iron concentration on phenol degradation with 46 kV pulsed corona treatment (initial phenol
concentration= 10 ppm).

centration, iron begins to flocculate out of solution, which
would cause the iron concentration in solution to decrease.
As seen in both the theoretical and experimental results, at
a lower iron concentration, phenol removal would increase
provided that the iron concentration would not drop to near
zero. In addition, as mentioned above, Lukes et al. [80]
found significant rates of production of ultraviolet light at
high solution conductivity and Sun et al. [10] suggest that
ultraviolet light may be important in the liquid phase pulsed
corona process. It is therefore possible that at the higher
conductivity other reaction processes (not included in the
current model) involving ultraviolet light and other radical
species may begin to come into play. These reactions could
perhaps also affect the iron flocculation. Despite the quan-
titative differences between the experiments and the model,
these results, in general, are very encouraging because the



200 D.R. Grymonpŕe et al. / Chemical Engineering Journal 82 (2001) 189–207

Fig. 7. Experimental results showing the phenol and major by-product concentrations for 57 kV pulsed corona treatment and 485mM FeSO4 (initial
phenol concentration= 100 ppm).

model uses reaction rate parameters obtained by indepen-
dent experiments conducted in our laboratory and from the
literature. No model-data fitting was performed to assess the
effects of iron concentration on the phenol removal.

Experimental data on phenol and primary by-product con-
centrations are shown in Fig. 7 for the case of a discharge
with 57 kV peak voltage and 485mM FeSO4. These re-
sults compare favorably with the model predictions shown
in Fig. 8 (note that resorcinol is not included in the model).
The phenol and catechol concentrations, in general, are well
predicted by the model, although the model shows a larger
drop in catechol concentration in the last few minutes of the
experiment than is observed in the data. Further, the cate-
chol and hydroquinone concentrations in the model are sig-
nificantly less than those observed in the experiments. This
result may also be due to the absence of additional hydroxyl

Fig. 8. Kinetic simulations showing phenol and by-product concentrations for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol= 100 ppm).

radical reactions with other by-products not included in the
model, e.g. ring opened products, dimers, coupling products,
etc.

Other model results for the same conditions shown in
Fig. 8 are shown in Figs. 9–12. Fig. 9 shows the concentra-
tion of Fe2+ as a function of time for 60 min. The Fe2+ con-
centration decreases in the first few minutes, and thereafter
rises to an approximately steady value until approximately
50 min, thenceforth it decreases a small amount. During the
first 5 min, when the initial Fe2+ drop occurs, little hydro-
quinone and catechol are formed. After 5 min these species
increase in concentration, leading to the regeneration of Fe2+
through reactions with catechol and hydroquinone as indi-
cated by reaction (67) in Table 1. After 50 min Fe2+ de-
creases, corresponding to the decrease in hydroquinone and
catechol at these times.
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Fig. 9. Kinetic simulations showing Fe2+ and Fe3+ concentrations for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol
concentration= 100 ppm).

Fig. 10 shows that the model predicts a decrease in pH
from the initial value of 5.0 to a relatively stable level of
about 3.8 after about 10 min. This result is also very encour-
aging since experimental results, also included in the figure,
show that the initial pH of 5.0 drops to about 3.8 in the first
15 min and remains steady up to 1 h. Hydrogen peroxide,
shown in Fig. 11, is predicted to reach a steady-state value
of about 1× 10−5 M in the first 10 min.

Aqueous electron concentration plotted versus time
in Fig. 12 shows a concentration time course similar to
that of hydrogen peroxide, albeit reaching a much lower
steady-state concentration of 10−16 M. Hydroxyl radical
(ca. 10−13 M) and hydrogen radical (ca. 10−18 M) concen-
trations show similar small, but rapid, changes in concen-
trations within the first 10 min of the run, followed by larger
but slower changes for times up to 60 min. Perhydroxyl
radical (HO2, ca. 10−12 M) and O2

− (ca. 10−11 M) show
similar increases in concentration during the first 10 min,
reaching peak values at approximately 5 min, followed by

Fig. 10. Kinetic simulations showing pH variation for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol concentration= 100 ppm).

long steady decreases during the rest of the 60 min time
period.

Figs. 13–15 show model predictions for the case of 57 kV
peak voltage and 485mM ferrous sulfate when no phenol is
present. Fig. 13 shows the Fe2+ and Fe3+ concentrations as
functions of time. The Fe2+ is depleted from the solution in
approximately 15 min and is not regenerated for the duration
of the simulation. This is due to the absence of phenol in
the solution, thereby preventing the formation of catechol
and hydroquinone. With these species absent, reaction (66)
in Table 1 does not occur, and therefore none of the Fe3+
can be converted back to Fe2+.

After the Fe2+ is depleted from the system, Fenton’s re-
action does not occur and hydrogen peroxide steadily in-
creases, as shown in Fig. 14. During early times of the sim-
ulation, when Fe2+ is still present, hydrogen peroxide is
consumed at a high rate, but after all of the Fe2+ is con-
sumed, the hydrogen peroxide increases at an almost linear
rate. Fig. 15 shows the radical concentrations as functions of
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Fig. 11. Kinetic simulations showing hydrogen peroxide concentration for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol
concentration= 100 ppm).

time for this case. Hydroxyl radical concentrations are two
orders of magnitude higher (10−11 M) for the case without
phenol compared to the case with phenol. This is simply due
to the lack of organic molecules to consume the hydroxyl
radicals in the latter case.

Fig. 16 shows the model predictions for the case of phenol
removal at high initial phenol concentration (i.e. 100 ppm)
for different concentrations of iron salt. The iron salt con-
centration is varied over a very large range (0.1–10−5 M)
to illustrate the level of optimal concentration. The general
trends are very similar to those where the initial phenol con-
centration was 10 ppm as shown in Fig. 6. However, at the
higher initial concentration, the phenol removal is less sen-
sitive to the iron concentration, as indicated by phenol re-
moval values that are similar for initial iron concentrations

Fig. 12. Kinetic simulations showing radical concentrations for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol concentration= 100 ppm).

in the range of 10−3–10−4 M. Note that the results shown
in Fig. 16 do not account for variations in the hydrogen
peroxide rate of formation with conductivity. These results
would therefore correspond to cases where other non-iron
containing salts, e.g. potassium chloride, would be added to
the system to give the same starting conductivity.

Fig. 17 shows the effects of iron concentration with dif-
ferent rates of hydrogen peroxide formation (due to solution
conductivity changes) for the model simulation of phenol
removal at high initial phenol concentration. As shown in
Fig. 17, at the 485, 968, and 1451mM ferrous sulfate con-
centrations, the amounts of phenol removed in 60 min are
virtually identical when the hydrogen peroxide production
rates are assumed to be the same. When the rates of produc-
tion of hydrogen peroxide are adjusted to those shown in
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Fig. 13. Kinetic simulations showing Fe2+ and Fe3+ concentrations for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol= 0 ppm).

Fig. 14. Kinetic simulations showing hydrogen peroxide concentration for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol= 0 ppm).

Fig. 15. Kinetic simulations showing radical concentrations for 57 kV pulsed corona treatment and 485mM FeSO4 (initial phenol concentration= 0 ppm).
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Fig. 16. Kinetic simulations showing the effect of iron concentration on phenol degradation for 57 kV pulsed corona treatment (initial phenol
concentration= 100 ppm).

Fig. 4 there are large differences in the amounts of phenol
removed from the solution in 60 min. As the iron concentra-
tion increases, the solution conductivity increases, thus de-
creasing the rate of hydrogen peroxide formation in solution
as shown in Fig. 4. This leads to the decrease in the amount
of phenol removed with increasing ferrous sulfate shown in
the model simulation in Fig. 17.

To determine the extent of radical formation by direct re-
actions from the corona discharge relative to radical forma-
tion from indirect reactions of hydrogen peroxide, the model
was run neglecting reactions (1) and (3) and only considering
the corona-induced reaction (2). All radical species would
therefore only be formed by indirect reaction from hydrogen
peroxide. This simulation (not shown here) showed radical

Fig. 17. Kinetic simulations showing the effect of iron concentration and hydrogen peroxide formation rates on phenol degradation for 57 kV pulsed
corona treatment (initial phenol concentration= 100 ppm).

concentrations nearly identical to those in the case where
the hydroxyl radical, hydrogen radical, and aqueous electron
are produced directly by the corona discharge (i.e. including
reactions (1)–(3)). This shows that the rates of formation of
the radicals are more sensitive to the chemical reactions oc-
curring indirectly from hydrogen peroxide than to the rate
of production directly from the pulsed corona discharge.

Furthermore, one of the major assumptions used in the
model development was the hypothesis that all species pro-
duced by the pulsed corona discharge were formed ho-
mogeneously throughout the reactor volume. It is likely
that for pulsed electrical discharges in water, the radical
species, including hydroxyl radical, hydrogen radical, and
aqueous electrons, are produced either within the discharge
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Fig. 18. The dimensionless sensitivity coefficients for phenol concentration with respect to reaction rate constants for the five most important chemical
reactions as a function of time.

(streamer) or intimately close to the discharge region in a
non-homogeneous manner. The fact that the model results
are insensitive to direct corona-induced radical formation
supports the hypothesis that the major species formed lo-
cally in the streamer is hydrogen peroxide and that the hy-
drogen peroxide diffuses into the bulk from the streamers.
This result also supports the hypothesis that the other rad-
ical species formed in the streamer react and recombine in
these local regions.

Results from the sensitivity analysis are given in Figs. 18
and 19. Fig. 18 shows the non-dimensional sensitivity coef-
ficients for the phenol concentration with respect to the five
most important reactions over a 60 min time interval. These

Fig. 19. The peak values of the dimensionless sensitivity coefficients for phenol concentration with respect to reaction rate constants for the 10 most
important chemical reactions.

reactions had the highest absolute value of the normalized
sensitivity coefficients at 60 min. Fig. 19 shows values of
the normalized sensitivity coefficients at 60 min for the 10
most important reactions.

The sensitivity analysis shows that the most important
reaction in the present system is the dissociation of hy-
drogen peroxide by reaction (52), followed closely by the
production of hydrogen peroxide by the corona discharge
(reaction (2)). As shown in Fig. 18, the normalized sensi-
tivity coefficients for the dissociation of the hydrogen per-
oxide by reaction (52) increases with time, which indicates
that increases in this reaction rate constant causes the
concentration of phenol in the system to increase. Since
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reaction (52) represents a loss of hydrogen peroxide with-
out the formation of active hydroxyl radicals, an increase
in the rate of this reaction would reduce phenol removal,
i.e. increase phenol concentration, because less hydroxyl
radicals would be available for reaction with the phenol.
Similarly, if the rate of production of hydrogen peroxide
increased in reaction (2), the concentration of phenol would
decrease, thus giving negative sensitivity coefficients. The
third most important reaction is the Fenton’s reaction (re-
action (5)), which would cause the concentration of phenol
to decrease as the reaction rate constant for the Fenton’s
reaction increases.

5. Conclusions

The present study demonstrates, using experimental data
and computer simulations, the important role of Fenton’s
reaction chemistry on the degradation of organic com-
pounds, specifically phenol, in liquid phase pulsed corona
reactors. The rate of hydrogen peroxide formation in the
pulsed corona reactor is dependent upon both the solution
conductivity and the applied electrical potential. For both
applied voltages considered the rate of formation of hy-
drogen peroxide decreased monotonically with increasing
solution conductivity. A mathematical model, including
31 species and 71 reactions, was developed using known
chemical reactions and reaction rate constants from the ra-
diation chemistry literature and the literature on Fenton’s
chemistry. Experimental measurements in the pulsed corona
reactor of the rate of hydrogen peroxide formation in the ab-
sence of organic compounds and iron salts are incorporated
within the model. The resulting model, containing no fitting
parameters, describes the effects of initial iron and phenol
concentrations on the degradation of phenol and the for-
mation of by-products. This result indicates that under the
given conditions of approximately 1 J per pulse discharge,
the bulk phase chemical reactions in the pulsed corona
reactor can be described fairly well by known chemical
reactions. It is important to note that at conductivity near
and above the limits used in the present study, other factors,
including possible iron flocculation and the production of
ultraviolet light may become important.
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